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Abstract 

The main objective of this research was to determine the day of the week effect in Karachi 

stock exchange (KSE) 100 Index. The problems of financial market structure is analyzed and 

forecasted by many statistical models. For example Auto regressive integrated moving 

average (ARIMA) model and artificial neural network (ANN) models. In this research day of 

the week effect was investigated Wednesday found significant and Monday was noted not 

significant. 15 step ahead prediction of Wednesday was observed through ARIMA model and 

ANN models. The coefficient of correlation for actual and forecasted values was perceived 

0.8871 by ARIMA model and 0.924 by ANN model. Power of accuracy was displayed 

88.765% by ARIMA model and 97.18% by ANN model. 
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1. Introduction  

 The time series is chronologically observed historical data including large in size high 

dimensionality and essential to update continuously. The cumulative usage of time series 

observations are initiated with a great deal of investigation and improvement to endeavor the 

time series study (Kumar and Murugan 2013). Time series modelling and prediction is a 

significant area of research where past recorded values of the same variable are collected and 

investigated (Zhang 2003). The prediction of the future event based on present and past 

observable events (Yao and Tan 2001). Numerious studies are reported in the literature for 

stock exchange prediction and it is still an active part of the study (Adebiyi, et al. 2012). Day 

of the week effect has attracted considerable attention since its discovery back in 1930 

(Gharaibeh and Hammadi 2013). An adequate number of studies are conducted on  day of the 

week effect. Ko, Li and Erickson (1997) reported that stock prices fluctuates with day of the 

week. Aly, Mehdian and Perry (2004) evaluated variation in daily stock exchange prices. 

Rossi and Gunardi (2018) examined calander anomaly (CA) and found recurring anomalies 

in stock market. The stock exchange prices prediction acquired attention of many researchers 

for private and institutional sectors. Selvan and Arun (2012) reported stock exchange prices 

are highly irregular with time and generally follows nonlinear pattern.  

 Adebiyi, Adewumi and Ayo (2014) forecasted ANN and ARIMA model using New 

York stock exchange (NYSE) daily closing price index. Emin (2007) forecasted daily and 

seasonal data of IMKB 100 Index with neural network models. Saiful and Yoshiki (2011) 

examined the applications of ANN model for forecasting of mudharabah time credit return. 

Olatunji, et al. (2011) predicted Saudi stock market with ANN model and observed lowest 

forecasting error with coefficient of correlation up to 99.9%.  
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The ARIMA model prediction for time series data is crucial with uncertainty. Adebiyi, 

Adewumi and Ayo (2014); Falinouss (2007); Setty, Rangaswamy and Subramanya (2010) 

observed ARIMA model depends on the historical time series data as well as the pervious 

error terms. Wijaya, S. and Napitupulu (2010) proposed that the ARIMA model is a statistical 

technique of prediction which follows certain rules such as autocorrelation and linearity. 

Wijaya, S. and Napitupulu (2010) found ARIMA model is suitable for making short-term 

prediction. Falinouss (2007) reported ARIMA model is relatively more robust and effective 

than the other complex models. Wijaya, S. and Napitupulu (2010) noted ARIMA model 

based on the design of current and past price changes. 

  In this study day of the week effect was used to predict the KSE 100 Index by using 

ARIMA and ANN models. Stock exchange of Pakistan is a developing stock exchange its 

information structure is not robust (Shagufta and Siddiqui 2018 ; Farooq and Muhammad 

2009). KSE is the biggest and most liquid stock exchange of Pakistan which returns the 

national economy of the country (Haroon 2012). KSE established on 18 September 1947 and 

incorporated at 10th March 1949. At present KSE has the four indexes, (i). KSE 100 Index, 

(ii). KSE all share index, (iii).  KSE-30 share index and (iv). KMI-30 Index. Therefore 

current study was conducted on KSE 100 Index for forecasting. The performance of the 

ARIMA and ANN model is also inspected to reveal and conform the contradoctory reports of 

ARIMA model. 

  The rest of the paper is organized as: literature review is presnted in section 2. 

Methodology and data are displayed in section 3. Section 4 represents performance 

measurement and emprical analysis is given in section 5. While useful conclusion of the 

study is given in section 6.                 

2. Methodology 

Stock prices are inherently noisy and non-stationary (Ju-Jie, et al. 2012). To convert the daily 

closing price index in to stationary series the following equation will be used.  

                                        (1) 

Rt is the daily return in percentage of KSE 100 Index for day  , is the current closing price 

index and  is the previous closing price index. 

2.1 Day of the week effect 

The study investigated the day of the week effect with the equation (1)  

             (2) 

 Where  is defined as dependent variable the stock returns, D1 through D6 are the dummy 

variables such that if t is Monday, then D1=1 and all other trading days D1=0, If it is Tuesday 

then D2 = 0 and for all other trading days D2 = 0 and onward,  is the random error term and 

through  are the variable coefficients and to be estimated. If the KSE 100 Index reveals 

Monday effect then (i)  likely to become negative and significant, (ii) Significantly rest of 

the week returns should be greater than the Monday return.  

2.2  ARIMA model 
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ARIMA model (Box and Jenkins 1970) is the most prevalent time series approach as a 

traditional model can be described as, the ARIMA model assumes the future values of a 

variable to be a linear function of numerous historical observations and plus a random error 

term (Ju-Jie, et al. 2012). The linear function constructed on three parametric components. 

Auto- regression AR, integration I, and moving average (MA) (Box and Jenkins 1970) and 

can be written as ARIMA (p,d,q), where p is the number of auto-regressive terms, d is the no. 

of non-seasonal differences and q is the number of lagged forecast errors in the prediction 

equation. An example of ARIMA (p,q) stochastic model depends on past values for auto 

regressive part (p), moving average part (q) and a random error term εt then the complete auto 

regressive moving average model can be written as  

     (3)         

Determining p, d and q in an ARIMA model is an important term and typically several times 

repeated until a final suitable model is selected on the basis of smallest values of Akaike 

information criteria (AIC), Bayesian information criteria (BIC) and largest value of Log 

likelihood values and the minimum value of mean absolute error (MAE) and mean absolute 

percentage error (MAPE). 

2.3  ANN model  

Data selection and pre-processing are critical phases of any time series modelling exertion in 

order to generalize the new projecting model (Adebiyi, et al. 2012). The data set was scaled 

to a range of (0, 1) for normalization procedure of minimum – maximum and used in the 

ANN model with the equation given below         
                       (4) 

Where  is the actual stock exchange data,  scaled data input value of actual stock 

exchange value ,   and  are unscaled actual stock exchange data maximum and 

manimum values. The forecasted values of the neural network model were changed in range 

(0,1) to actual values with the following equation. 

                                                                                (5) 

Artificial neural network (ANN) is a part of machine learning methodology and attempt to 

simulate the learning method of human brain. Its function mimics biological neurons in 

which the construction of ANN contains a group of artificial neurons which are linked with 

the network. Collected literature have revealed that ANN is better than traditional statistical 

models in constructing forecast for the non-linear time series observations. Most of the neural 

network models topology are involved in neuron collection and constructions for two or more 

layers. Our study has combined some neurons into multi-layer structures to have the power of 

pattern recognition and prediction. For this purpose most commonly used type of neural 

network currently in use multi-layer feed-forward neural network model that is a three layer 

(one hidden layer) multilayer perceptron feed-forward neural network model and trained with 

back propagation algorithm was employed in this study. This model composed of input layer, 

hidden layer and output layer. ANN model mathematically can be written as 
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          (6) 

Where x is the explanatory variable, θ is the weight vector or parameter and ε is the random 

error term. 

              (7) 

Where y is the output vector, p number of hidden units, q is the number input units, w0 is the 

output bias,  hidden unit biases,  weight from input unit  to hidden unit ,   weight from 

hidden unit,  hidden layer activation function. The activation function used in this network is 

the logistic function.  

          (8) 

The ANN model (4) plots non-linear functional form of the past observations   

 to the predicted output   i.e.  

                          (9) 

Practically simple neural network model (2) are unexpectedly powerful and is able to 

estimate the arbitrary function as the number of hidden nodes p is sufficiently large (Kurt, 

Maxwell and Halbert 1990). The structure of simple neural network model with the small 

number of hidden nodes repeatedly works better in out of the sample prediction (Zhang 

2003). The over fitting effect usually observed in development of neural network model. An 

over fitted model develops better fit to the used sample but unfortunately has poor 

generalization ability for out of the sample data (Zhang 2003). The selection of input units q 

is dependent and no any systematic rule for deciding these units. Five lagged values are used 

as input data from estimated day of the week effect  Wednesday in this study.   

3. Performance measurement  

We used following three methods to evaluate the performance of the study 

i. Graphical comparison of the actual and predicted values  

ii. Comparison of the statistical parameters such as correlation coefficient  , 

MAE, MAPE and normalized mean squared error (NMSE). Actually NMSE and MAE 

are the parameters used to evaluate how close the prediction results are to the eventual 

outcomes MAE, and NMSE parameter are calculated as follows 

                   (10) 

                   (11) 

                            (12) 

iii. By examining accuracy of the predicted model for the out of sample data with 

equation (13)  

               (13)  

4. Results and discussion 
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 The estimation of anomaly for the day of the week in KSE 100 Index was 

designed by using secondary data through ARIMA and ANN models by Microsoft excel 

and R.  

 The secondary data of KSE 100 Index for daily closing price index from 01-01-1990 

to 31-12-2019 was obtained from yahoo finance. This study found Wednesday third trading 

day of the week significant. Wednesday from each week of the daily closing price index 

separated from the whole data. In total 1456 observations of Wednesday were collected 

in which 1441 observations were kept for training sample and last 15 samples for 

testing sample. 

4.2 Days of the week effect in KSE 100 Index 

The linear regression model used for the day of the week effect purpose. The descriptive 

statistics for residuals of the linear regression model are illustrated in table 1. First trading 

day Monday found negative and not significant while Wednesday third trading day was 

valued significant (Table 1). Coefficient of correlation between trading days and returns were 

observed. Monday found with negative correlation and Wednesday with positive correlation. 

All other trading days with poor correlation (Table 1). Similar findings were also reported by 

Gharaibeh and Hammadi (2013); Berument and Kiymaz (2001) ; Aly, Mehdian and Perry 

(2004). 

Table 1 Day of the week effect analysis 

Descriptive statistics of residuals & linear regression model 

Min   Q1  Median        Q3     Max 

-5.6948 -0.2762 0.0076 0.2953 5.4715 

Linear regression model 

Days Estimates  Std. Error t-value Pr (>|t|) 

Monday -0.03276     0.03361    -0.975    0.3298   

Tuesday 0.05200     0.03364    1.546    0.1222   

Wednesday 0.08196     0.03361    2.438    0.0148 * 

Thursday 0.04491     0.03397    1.322    0.1862   

Friday  0.05029     0.03489    1.441    0.1496 

Correlation between daily returns and days 

Coefficients Estimated 

returns 

Monday Tuesday Wednesday Thursday Friday 

Returns 1      

Monday -0.056 1     

Tuesday 0.0127 -0.251 1    

Wednesday 0.0370 -0.2524 -0.2512 1   

Thursday 0.0067 -0.2391 -0.2379 -0.2392 1  

Friday 0.0097 -0.2119 -0.2109 -0.2120 -0.2008 1 

Significant at level: 0.01 ‘*’        

4.3 ARIMA model 
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The normality of the returns series was checked with Q-Q plot (Figure 1). The returns series 

obtained stationary from logarithmic first difference of the closing price index. The 

correlogram of the stationary series shown mean is constant (Figure 2a). The descriptive 

statistics of the stationary series is reported in Table 2. The kurtosis was noted more than 3 

for the stationary series. Augmented dickey Fuller test was used to conform the returns series 

is stationary (Table 2). The different ARIMA orders were evaluated. ARIMA order (2, 1, 3) 

with drift was found appropriate with the criteria of smallest value of AIC, BIC, and 

maximum value of Log-likelihood function. The performance of different ARIMA orders 

were checked with the smallest values of MAE and MAPE. Box-Ljung test conformed 

selected ARIMA order is suitable for prediction (Table 3). The data was predicted with the 

selected ARIMA order (2, 1, 3) for 15 step ahead (Figure 3a). The coefficient of correlation 

was observed 88.71% for out of sample data (table 4) and shown in figure 3b. The power of 

accuracy for the out of sample data was estimated 88.765% (Table 4). The findings of the 

current study are equivalent to Adebiyi and Adewumi (2014); Prapanna, Labani and Saptarsi 

(2014).   

 
                                                             Figure 1 Normal Q-Q Plot     

 
                               Figure 2 (a) Corrologram of stationary series, (b) Histogram of stationary series 

                       Table 2 Descriptive statistics, Augmented Ducky-Fuller test & Selected ARIMA order 

        Descriptive 

Series 

Mean S.D Skewness Kurtosis 

Stationary series 0.00275 0.0368 -0.582 4.0168 
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Augmented Ducky-Fuller test 

              Estimate 

Series 

Lag order Augmented Dickey-Fuller p-value 

Stationary series 11 -11.558 0.01 

ARIMA order (2,1,3) 

Coefficients 
     

drift 

Values 0.5253 -0.5135 -0.4133 0.5663 0.0774 0.0027 

 0.2146 0.1451 0.2151 0.1250 0.0411 0.0012 

  

                    Table 3 selection criteria of ARIMA order (2, 1, 3) & Box-Ljung test  

 

 

                  

               

 
                                Figure 3 (a) Out of sample forecasted values, (b) Actual and Forecasted values 

                    Table 4 Out of sample performance & correlation  

                               

 

 

                                                  

                                          

4.4 ANN model 

 In ANN model building 5 lags were used from the estimation of the day of the week 

effect in KSE 100 Index. The designed ANN model derived 11671 steps and produced 

0.060921 errors as shown in figure 4. The next 15 steps ahead were predicted (Figure 5a). 

The performance of the derived ANN model for out of sample data between the actual and 

forecasted values were estimated with MAE, MAPE and NMSE reported in Table 5. The 

coefficient of determination R2 was noted 98% shown in (Figure 5b).  The coefficient of 

correlation for out of the sample data was found 92.4% (Table 5). Power of Accuracy was 

noted 97.18% (Table 5). The observations of the current study was established similar results 

with previous studies such as Ju-Jie, et al. (2012); Saiful and Yoshiki (2011); Mayankkumar 

and Sunil (2014);  Kumar and Murugan (2013).    

Log likelihood AIC BIC MAE MAPE 

2736.9 -5459.81 -5422.9 0.0256 0.3135 

Box-Ljung test  

df 5 10 15 20 

x-squared 0.8642 2.2085 11.416 16.571 

p-value 0.9728 0.9945 0.7226 0.6806 

Performance measurement 
Correlation Power of 

accuracy Correlation Actual Forecast 

MAE MAPE NMSE Actual  1.0000 0.8871 
88.765% 

1385.82 0.0424 0.6561 Forecasted 0.8871 1.0000 
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                                   Figure 4 neural network model with lags  

                   Table 5 Out of sample performance & correlation  

 

 

 

 

 

 
                             Figure 5 (a) Actual and forecasted prices (b) Forecasted regression line on scattered plot 

4.5 Comparison of ANN and ARIMA model 

The comparative study revealed that two models performed better (Figure 6). ANN model 

displayed quite low errors as compared to ARIMA model (Table 6). The study observed out 

of sample forecasting pattern of ARIMA model is directional which shows linear pattern and 

ANN model is towards value prediction (Figure 6). Similar results were also reported by 

Pieleanu (2016) ; Adebiyi, Adewumi and Ayo (2014) ARIMA model prediction for non-

linear data. 

 

                                     Figure 6 Actual and Forecasted values  

performance measurement 
Correlation Power of 

accuracy Correlation Actual Forecast 

MAE MAPE NMSE Actual  1.000 0.924 
97.18% 

908.848 0.0277 0.2701 Forecasted 0.924 1.000      
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                                                              Table 6 Out of sample error measurement 

          Model 

Error  

ANN ARIMA 

MAE 908.848 1385.82 

MAPE 0.0277 0.0424 

NMSE 0.2701 0.6561 

5. Conclusion 

 This study concluded that Wednesday the third trading day of week was significant 

for day of the week. 15 steps ahead Wednesday were predicted with quite low errors. The 

coefficient of correlation was observed 0.8871 by ARIMA model and 0.924 by ANN model. 

The power of accuracy was found 88.765% and 97.18% by ARIMA and ANN models 

respectively. The comparative study of two model determined ANN model has performed 

better than the ARIMA model with smallest prediction error.     
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